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• 3rd Party Fine-Tuning of an LLM Model for a global financial 
sector consultancy

• Training data included regulated privacy information (GDPR) 
and corporate intellectual property (Client InfoSec).

• All fine tuning information was corporate owned.

• All intended usage was corporate internal

• 1st Order Threats:
• Privacy leakage

• Loss of critical intellectual property



• All Provided Corporate Training Data
• Pseudonymized to GDPR standards
• Encrypted at rest and in transit 

• All 3rd Party Model Training Must Be Isolated
• Compute, Network and Storage isolation.
• Physical, Infrastructure and Temporal isolation.

• All privileged access must be logged and retained

• All storage scrubbed prior to, and after fine-tuning

• All artifacts shredded post engagement (data, model, intermediate artifacts)

• All supply chain items curated

• All software 3rd party scanned

• All system behavior logged

• Model verified – model performance, model privacy leakage
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Andreesen Horowitz

External Trustability Claims := f(time) 

Internal FT Trustability Claims := g(time) 



https://platform.openai.com/docs/model-index-for-researchers
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NIST DIOPTRA Test Framework 

https://www.nccoe.nist.gov/sites/default/files/2022-11/ai-bias-pd-final.pdf


NIST Dioptra Observation





• <date>

• AI EO 2023 exhibits a few 
main policy objectives

• Each objective  has delegated 
actions that may include  
analysis, policy, planning,, 
guidance and programmatic 
efforts.
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Date

Current Federal Trade Commission Consider use of rulemaking and regulatory authority, for fair competition in AI and to 
protect consumers from unfair and deceptive practices

Sec  of Labor Consider use of authority to protect users from fraud, discrimination, privacy threats, and 
emergent risks , from the us of AI

Sec of Labor Clarification of monitoring and transparency requirements for third party AI services, and 
employment of AI by independent agencies.

01-28-2024 Sec of Commerce Reporting requirements for dual-use foundational models and computing clusters

Dept of HHS Establish HHS AI Task Force

02-27-2024 US PTO Director Patent Examiner and Applicant  guidance on IP, Inventorship and the use of AI

03-28-2024 Sec of the Treasury Report on best practices to manage AI-specific Cybersecurity Risks for financial 
Institutions

(cont’d)



Date

04-27,2024 Sec of Commerce Recommended regulations requiring  foreign resellers of IaaS potential AI training 
capacity, to identify foreign users

Sec  of Labor Publish Best practices for employers to mitigate harm and maximize benefits to 
employees, of AI

Sec of Homeland Sec
Sec of Commerce

Inclusion of AI safety and security guidance into CIS operator guidelines

06-26-2024 Sec of Commerce Report on existing methods and development of methods for detecting, labeling and 
limiting/preventing AI generated content

07-26-2024 Sec of Commerce, Energy & 
Homeland Security

Guidelines for developing safe, secure trustworthy AI  and validation (RT, Testing, …)

Asst to the Pres Nat Sec
Asst to the Pres  and DCoS for Policy

National Security Memorandum on AI

USPTO Director
Director of US Copyright Office

Recommendations on EOs related to Copyright and AI

Sec of Commerce
Sec of State

Report on risks and benefits of widely-available dual-use foundational models

10-29-2024 Sec of Labor Publish Fed Contractor Guidance on non-discrimination in AI and automated hiring

> 12-23-2024 FAR Council Amend FARs to align on labeling and authenticating  published content



Version 1 (2024) EU US

Structure Comprehensive Unified Policy By Sector

Objective Risk Moderated Regulatory FW Benefits vs Risk Balance

Critical AI Certification for High Risk AI Safety, Trust, Responsibility 
for all AI

Innovation Impact Universality objective may 
impede innovation

Flexibility intended to 
accommodate innovation

Participation By member nation – Parliament By agency with industry and 
public WGs

Schedule 2024- Enactment
2026- Implementation

Recommendations/analyses 
due by Nov 2024



• The PoC for 3rd Party FT of LLM Models in regulated FinSec domain
• Satisfied client regulatory requirements – GDPR deployment and production
• Satisfied client risk tolerance – Information protection,  Model protection,
• Ref Architecture achieved

• Shared accelerator tolerant multi-tenancy (sequential tenancy)
• Network, compute, storage and temporal isolation
• Comprehensive observability

• The Platform architecture and software were successfully
productized

• Established a foundation for addressing emerging AI regulatory
requirements

• Caveat: We are no where near the AI Cybersecurity or AI Trustability
finish-line
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