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Case Study Scope

» 3rd Party Fine-Tuning of an LLM Model for a global financial
sector consultancy

= Training data included regulated privacy information (GDPR)
and corporate intellectual property (Client InfoSec).

» All fine tuning information was corporate owned.

» Allintended usage was corporate internal
= [stOrder Threats:

* Privacy leakage
» |_oss of critical intellectual property



Core Customer Security Requirements

= All Provided Corporate Training Data
= Pseudonymizedto GDPR standards
= Encryptedatrestandin transit

= All 3@ Party Model Training Must Be Isolated
= Compute, Network and Storage isolation.
= Physical, Infrastructure and Temporalisolation.

= All privileged access must be logged and retained

= All storage scrubbed prior to, and after fine-tuning

= All artifacts shredded post engagement (data, model, intermediate artifacts)
= All supply chainitems curated

= All software 3 party scanned

= All system behavior logged

= Model verified — model performance, model privacy leakage
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Al LLM & GenAl Cybersecurity is Different

Differences from conventional cybersecurity



A Generalized Al LLM Fine Tuning (FT) Platform

https://al6z.com/2023/06/20/emerging-architectures-for-lim-applications/
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What's new for cybersecurity?

More layers, more lifecycles, more participants.
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Model Lifecycle Dependency

Model Su
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Applies to all training data characterizations,

Data Source LIf@CYCle DependenC|eS preparation, controls and adaptation based on

observation, tests and requirements

[

ToU: . Dataset
Aggregators/Foundation
Trainers: Data Cards, Tests,
Changes, Licenses, CR*,

Commoncrawl Watermarks*, Processin
Currency: May/June 2023 cy*

Common Crawl
Foundation Cleaning _
Curation
De-duplication Pre-
Characterization processed
Synthesis — Case Dataset

Specific Data

r
New URLs/Crawl

Changes/At
Tests: Attestation

Copyrighted Material? WatermarkS/Sigﬂ/Reg? .
Data Trust Anchors RedPajama-1T

C4 - Colossal Clean A

Crawled Corpus

The Pile —
OSCAR Model/App

Developer o . :
quac U .
E— Verification/Tests— Trammg/ Fine Tuning

LION/OIG

CA4 license

MIT,BSD, or Apache
lic.

i |
GitHuby Openores Metadata Experiment Code Repo
tasksource/mmiu Data Store Stotre (labels, Trj\_ckir (ala Dataset VVersion Control
ags, ... ioptra

tasksource/bigbench Model Registr

md_gender_bias : .
oF] nia ThX/Nate-onensve- \/ahdatIOﬂ TeStS

Books: the_pile_books

3lic.and pgl? lic. The Pile

(sboy) Aousiedsuel | ss800.d

selqga ) .
e Model Monitoring /Pre-deployment Tests (NIST)
amazon_polarity —
cnn_dailymail Model Delivery
dialog-inpainting

ConvFinQA > Customer Regulation/Requirements/Verification/Testing
CUAD

ArXiv ToU

grade-school-math

Discovery- Classification-Filtering/ Compliance

Wikipedia Lic. Wikipedia math_ga
Multi-News Deployer /User:
SHTEreeToneechac Verification,
Tests, Monitoring
StackExchange lic. StackExchange
ca ]
Filtering/Detection/Compliance

Fuggmngracen? —angnm

bigscience/xP3



https://commoncrawl.org/terms-of-use/full/
https://huggingface.co/datasets/allenai/c4#license
https://huggingface.co/datasets/allenai/c4#license
https://info.arxiv.org/help/api/tou.html
https://huggingface.co/datasets/wikipedia#licensing-information
https://archive.org/details/stackexchange
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Al Security Frameworks/Architectures: A System of Controls

Example: Bias Control tests and evidence exist across the Al Lifecycle

(From: MITIGATING AI/ML BIAS IN CONTEXT: Establishing Practices for Testing, Evaluation, Verification, and Validation of Al Systems -
https://www.nccoe.nist.gov/sites/default/files/2022-11/ai-bias-pd-final.odf Adaptation to GenAl and LLMs underway in GAI-WG, see slide 1)
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https://www.nccoe.nist.gov/sites/default/files/2022-11/ai-bias-pd-final.pdf

Model Testing: Interference
(example)
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Conflicting Interactions among Protection Mechanisms for Machine Learning
Models
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! Aalto University
*Wniversity of Waterloo
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Abstract

Nowadays, systems based on machine learning (ML) are
widely used in different domains. Given their populanty, ML
muodels have become tangets for various attacks. Ax a result,
research 2t the imtersection of security/privacy and ML has
flourished. Typically such work has focused on imdividual
types of security/privacy concerns and mitigations thereaf.
Huowever, in realslife deploymenis, an ML model will need 1o
be protecied agamn several concerms Smulianeoushy, A pros
tection mechamism optimal for a specific seourity or privacy
concern may inleract negatvely with mechanisms intended
b acdress other concemns. Diespile its practical relevance, the
potential for such conflicls has not been studied adequately.
Im this wark, we first prowide a2 framework for analyzing such
conflicting infermciions. We then foous on systematically anas
Iyzing pairwise interactions between prodection mechanisms
fior one concern., mode! aed dote ownersiip verification, with
two ather claszes of ML protection mechanisms: dijferemiially
privade fraining, and mobiestoess opoinst model svarion. We
find that several pairwise mteractions result in condflicts.

We also explore polentizl approaches for avoiding such cons
flicts. First, we study the effect of hyperparameter relax-
ations, finding that there is no sweet spot balancing the per-
formance of both protection mechamisms. Second, we explore
whether modifying ooe type of protection mechansm (owmns
ership verification) so as o decouple it from factors that mary
be impacted by a conflicting mechanism (differentially pri-
vale training or robusiness 1o model evasion) can avoid cons
flict. We show thad this approach can indeed avosd the conflict
betaeen ownership verification mechani whien combined
with differentially private taining. but has no effect on ro-
bustmess 10 model evasion. We conclude by identifying the
gaps in he landscape of shedyving ineractions between other
types af ML prolection mechanisms.

1  Intreduction

Machine learning (ML) models constitote valuable intellec-
mal property. They are also increasingly deployed in risk-
sensitive domains. As a result, varions security and privacy
requirements for ML model deployment have become ap-
parent. This, in mm, has led o substantial recent reseanch
at the imersection of machine leaming and securityfprivacy.
The research community largely focuses on individual types

. c B oam MaYE A P S T I R N T

of securityfprivacy threats and ways to defend against them.
This facilitates iterative improvements, and allows practi-
tioners o evaluate the benefit of any new approaches.

In this work, we argoe that in realistic deployment setting,
muliiple secarityfprivacy concemns need 1o be considered si-
multaneonsly. Therefore, any prorection mechanisn for a
particular concern, needs to be ested wogether with defences
againal ether commow concems. We show that when de-
ployed together, ML protection mechanisms may not work
as intended due 1o confliciing interaciions among them.

W claim the following contributions:

1) We highlight the importance of understanding conffice-
frrg imteracrions among ML protection mechanisms, and
prowide a framework for studying it (Section 3).
Wi use our framework o analyse the interaction between
model vwnership verficanion mechanisms with two other
types of protection mechanisms: differentially prfvate
traiving and adve rrarial rraleing. We provide a theoret-
ical justification (Section 4) for each potential pairwise
conflict, and evaluate it empirically {Sections 5 and &).
3) We explore whether conflicts can be avoided by changing
(&) the hyperparameters of esch protection mechanism,
or (b} the design of the mechanism itself {Section Th

2

2 Background
2.1 Machine Learning

The goal of a ML classification model Fy trained on some
dataset Thg is to perform well on the given classification
task according to some metric ¢ measured on a test set The.
The whole dataset is denoted as T = { Dy, Pye}. An indi-
vidual record consists of an input x and the cormesponding
label . Throughout this work, we use the accuracy metric

daccl Fy. Drg) to assess a model Fyy using Dyg:

1
Fy, =_—— LEdz)=w) 1l
daocl Fy, Prg) D |=EZD,1 (Fylx) =w) (1)

where Fylx) is the full probability vector and fpﬂ:] s
the most likely class.

2.2 Ownership Verification

Ty & wiihiia hoav sanded siaailas asittasd am adwvesrsary A Al
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—merging understanding of LLM trust-ability limits

Universal and Transferable Adversarial Attacks
on Aligned Language Models

Andy Zon', Zifan Wangz._ 1. Zico Kolter™, Matt Fredrikson'
!Carnegie Mellon University, *Center for Al Safety. *Bosch Center for Al
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A LLM Assisted Exploitation of Al-Guardian

Abstract

Large language models (LLAs) are now highl
ab a diverse range of tasks, This paper studie
of not GPT-4, one such LEM, b5 capalile of as
searchers in the Beld of adversarial machine leare
case study, we evaluate the robustness of Al-Gu
recent defense to adversarial examples publisles
SEP 2023, a top computer securiby conference.
pletely break this defense: the proposed schense
erease robustness comparced to an undefendesd

We write none of the code to attack this mod
stead prompt GPT=1 w0 implement all attack a
following our nstroctions and guidance.  Thi
wisg surprisingly effective and efficient, with the
mcedel] at times prodwcing omde rom ambiguwon
thoms faster than the author of this papser could b
We eonelude by diseussing (1) the warning sige
in the evaluation that suggested to us Al-Guarnd
beir brodoen, and [2) our experience with designir
and performing wovel research using the most 1
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1 Introduction
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Removing RLHF Protections in GPT-4 via Fine-Tuning

Qiusi Zhan', Richard Fang', Rohan Bindu', Akul Gupta',
Tatsunori Hashimoto®, Daniel Kang'

'UIUC, “Stanford University

Abstract RLHF can be a powerful method to reduce harmful
outpuis.

However, these API providers are increasingly
providing methods to fine-tune the API-gated mod-
els, such as GPT-4. Concurrent work has shown
that it is possible to remove RLHF protections in

As large language models (LLMs) have in-
creased in their capabilities, so does their po-
tential for dual use. To reduce harmful out-
puts, produces and vendors of LLMs have used
reinforcement learning with human feedback

(RLHF). In tandem. LLM vendors have been weaker models (Qi et al., 2023; Yang et al., 2023).
increasingly enabling fine-tuning of their most This raises an important question: can we use fine-
powerful models. However, concurrent work tuning to remove RLHF protections in state-of-the-



Whitehouse Al Executive
Order

Safe, Secure and Trustworthy
Al

= <date>

 AIEO 2023 exhibits a few
main policy objectives

» Each objective has delegated
actions that may include
analysis, policy, planning,,
guidance and programmatic
efforts.
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Whitehouse Al EO: Timeline Part 1

I

Current Federal Trade Commission Consideruse of rulemaking and requlatory authority, for fair competitionin Al and to
protect consumers from unfair and deceptive practices

Sec of Labor Consideruse of authority to protect users from fraud, discrimination, privacy threats, and
emergentrisks, from the us of Al
Sec of Labor Clarification of monitoring and transparency requirements for third party Al services, and
employment of Al by independent agencies.
01-28-2024 Sec of Commerce Reporting requirements for dual-use foundational models and computing clusters
Dept of HHS Establish HHS Al Task Force
02-27-2024 US PTO Director Patent Examinerand Applicant guidance on IP, Inventorship and the use of Al
03-28-2024 Sec of the Treasury Report on best practices to manage Al-specific Cybersecurity Risks for financial
Institutions

(cont'd)



Whitehouse Al EO: Timeline Part 2
Date |

04-27,2024

06-26-2024

07-26-2024

10-29-2024

>12-23-2024

Sec of Commerce
Sec of Labor

Sec of Homeland Sec
Sec of Commerce

Sec of Commerce

Sec of Commerce, Energy &
Homeland Security

Asst to the Pres Nat Sec
Asst to the Pres and DCoS for Policy

USPTO Director
Director of US Copyright Office

Sec of Commerce
Sec of State

Secof Labor

FAR Council

Recommended regulations requiring foreign resellers of laaS potential Al training
capacity, to identify foreign users

Publish Best practices for employers to mitigate harm and maximize benefits to
employees, of Al

Inclusion of Al safety and security guidance into CIS operator guidelines

Report on existing methods and development of methods for detecting, labeling and
limiting/preventing Al generated content

Guidelines for developing safe, secure trustworthy Al and validation (RT, Testing, ...)
National Security Memorandum on Al

Recommendations on EOs related to Copyrightand Al

Report on risks and benefits of widely-available dual-use foundational models

Publish Fed Contractor Guidance on non-discrimination in Al and automated hiring

Amend FARs to align on labeling and authenticating published content



But not all Al Reqgulation Efforts are "Aligned”

Structure
Objective
Critical Al

Innovation Impact

Participation

Schedule

Comprehensive Unified Policy
Risk Moderated Regulatory FW
Certification for High Risk Al

Universality objective may
impede innovation

By member nation — Parliament

2024- Enactment
2026- Implementation

By Sector
Benefits vs Risk Balance

Safety, Trust, Responsibility
forall Al

Flexibility intended to
accommodate innovation

By agency with industry and
public WGs

Recommendations/analyses
due by Nov 2024



Conclusion: Case Study Results /Proof Points

* The PoC for 3@ Party FT of LLM Models in regulated FinSec domain

= Satisfied client regulatory requirements — GDPR deployment and production
= Satisfied client risk tolerance — Information protection, Model protection,

= Ref Architecture achieved
= Shared accelerator tolerant multi-tenancy (sequential tenancy)
= Network, compute, storage and temporalisolation
= Comprehensive observability

* The Platform architecture and software were successfully
poroductized

» Established a foundation for addressing emerging Al regulatory
requirements

= Caveat: We are no where near the Al Cybersecurity or Al Trustability
finish-line
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